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Unlocking transformation returns 
is becoming more challenging
○ Essential pivot toward new business outcomes
○ Table stakes for survival
○ Investments have yet to fully deliver

Contact GitLab

“ ...of companies say their current 
business model will not remain 
viable if they digitize at the 
current speed.1

92%

1 Mckinsey & Company Why do most transformations fail? 
A conversation with Harry Robinson
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Modern microservices 
architectures increase 
number of projects
2006
2014
2017
2020
2021

S3 launches with 8 microservices
AWS Lambda initial release
Netflix had 700 microservices
Uber had 2200 critical microservices
S3 has over 300 microservices
(37x increase since 2006)

Contact GitLab
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◦ Planning
◦ Source code management
◦ Code review
◦ Continuous integration
◦ Package management
◦ SAST
◦ Continuous delivery

○ Review apps
○ Feature flags
○ DAST
○ Infrastructure as code
○ Monitoring
○ Container network security
○ Value stream management

As DevOps matures, 
developers have more 
tools to work with per 
project
They will need to consider:

Contact GitLab
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The compounding effect is an exponential
increase in complexity

Contact GitLab
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Contact GitLab

The Four Phases of DevOps

01 BYO DevOps 02 BIC DevOps 03 DIY DevOps 04 DevOps Platform

Disparate set of tools Standardized toolchain Custom integration Single application
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Platform adoption is 
growing--
quickly
Consolidation of DevOps onto platforms 
supports long-term 
market growth. 
“By 2024, 60% of organizations will have switched 
from multiple point solutions to value stream 
delivery platforms to streamline application 
delivery, up from 20% in 2021.”1

1 Gartner Market Guide for Value Stream Delivery Platforms
Gartner Market Guide for Value Stream Delivery Platforms, Manjunath Bhat, Thomas Murphy, Daniel Betts, Chris Saunderson, Hassan Ennaciri, Joachim Herschmann

GARTNER is a registered trade and service mark of Gartner, Inc. and/or its affiliates in the US and internationally and is used herein with permission. All rights reserved.
Graphic created by GitLab

Contact GitLab
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Delivers 407% ROI 
within three years 
of deployment 1

Level 4
Revenue acceleration due to faster innovation

Level 1
Software tool license cost reduction

Level 3
Development cost reduction due to 
better developer experience 

Level 2
Eliminate tool chain integration costs

Source: The  Total Economic ImpactTM of GitLab, a commissioned study of a limited number of our customers conducted by Forrester Consulting, June 2020
1When Deployed to Revenue-Generating Applications
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Externalized state

Scale-out

Continuous Delivery
Configuration as Code

Infrastructure as Code

Two pizza teams

Cloud Native Apps



Getting There



So why GitLab?



Developer Advantage

● Quick to start with
○ Single database
○ Single UI
○ Project Templating
○ AutoDevOps

● Easy to work with
○ Pipelines (CI/CD) as code
○ Multi-project pipelines
○ Review apps for each commit

■ Complete security, quality and performance testing results available pre-merge



Example: Pipelines as Code



Example: Multi Project Pipelines
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Jaguar Land Rover 
uses GitLab to

compress release cycle

● Build time 6w → 30 min

● 700 builds day

● OTA release transparent 
to the driver

● from commit to 
production in < 60 min

● 70 production 
deploys/component/day

● 30 mins to onboard new 
application to CI/CD

"Our feedback loops were 4-6 weeks. Could you imagine writing code today and six weeks from 
now being told whether or not it works or is broken? I don't remember the shirt that I wore 
yesterday, let alone what I had for breakfast this morning, let alone what I wrote six weeks ago, 
and chances are I've been working on features for the last six weeks, and for me to try to unpick 
what I was thinking at that point could be a huge context-switch penalty."

-- Chris Hill, Software Engineering Director, Jaguar Land Rover



Operational Advantage

● Tight and flexible Kubernetes integration
○ Kubernetes agent monitors changes GitOps style
○ Infra as Code
○ Policy as Code
○ Install and manage pre-integrated (or any) apps 

■ Prometheus monitoring
■ ElasticSearch for Log aggregation
■ Service Mesh
■ Network and Container Policies
■ Etc.

● Canary Releases



Example: Environment Dashboard



Example: App Environment Monitoring and Logs



Strategic Advantage

● Remove friction and compress change cycle
○ Single UI and rights for Dev, Ops, Security and Compliance

● Low overhead
○ Unique single application approach

● Dependable & transparent
○ Regular cadence monthly releases
○ Open roadmap
○ Everyone can contribute

● Truly cloud agnostic

https://about.gitlab.com/direction/maturity/


GitLab Cloud Allies



“ With GitLab, we leapfrog many 
of our competitors and break 
the barriers between coding, 
testing, and deployment.

Mike Dargan
Head of Technology, UBS

GitLab is at the heart of UBS 
Development Revolution
Prior to GitLab, UBS was experiencing competitive challenges 
due to their slow time to market. They lacked the visibility 
needed to identify bottlenecks and improve productivity in their 
delivery platform. UBS partnered with GitLab to take their cloud 
native and traditional banking applications to the next level 
from a single platform.

Learn more about our strategic UBS collaboration
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Velocity, efficiency, and security
A look at DevOps success for our customers

Contact GitLab
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What is Cloud-Native?

● Flexibility
● Scalability
● Supporting services

https://about.gitlab.com/cloud-native/
https://about.gitlab.com/solutions/cloud-native/

https://about.gitlab.com/cloud-native/
https://about.gitlab.com/solutions/cloud-native/
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Moving To The Cloud

● 58% of FSI workloads are 
hosted in the cloud *

● Banks are moving both core 
and non-core systems to the 
cloud

● Adoption is increasing due 
to:

○ Security
○ Regulation
○ Customer experience

* Source: The State of DevOps in Financial Services  2018 
(Contino)
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Moving To The Cloud

Greenfield 
Tech Stack

Journey-led 
Modernization

Big-bang 
Replacement 

Of Core

Banks are typically faced with three 
approaches to migrating core 
functions to the cloud:

The ultimate goal is a cloud-friendly, 
loosely-coupled, microservices architecture: 
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The characteristics of Cloud-native

Microservices Containers Kubernetes

However, Kubernetes has a steep learning curve!
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GitLab Application Architecture

https://docs.gitlab.com/ee/development/architecture.html
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GitLab Omnibus - “all in one” installation

● Packaged solution containing all required services to run 
GitLab Omnibus in a single ‘machine’:

■ On-prem
■ Docker
■ VM
■ Cloud:  eg, EC2

● Simple, Functional, but NOT Cloud Native
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Scalability

https://docs.gitlab.com/ee/administration/reference_architectures/
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Reference Architecture to Support 50,000 users
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Installation on AWS (EC2)

https://docs.gitlab.com/ee/install/aws/

Leverage native AWS services:

● AWS RDS  (PostgresSQL)
● ElastiCache (Redis)

https://docs.gitlab.com/ee/install/aws/
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Runner Architecture

A GitLab Runner is a lightweight, highly-scalable agent that picks up a CI job through the coordinator API of 
GitLab CI/CD, runs the job, and sends the result back to the GitLab instance.

These are typically created by your admin and made visible in the GitLab UI for certain tasks and jobs. They 
will have the following architecture:
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Runs as a pod in a K8s cluster
Can also feature auto-scaling 

Kubernetes 

“Master” machine scales up runners 
with *any* executor on demand

Typical in cloud deployments

Docker Machine

Execute inside of a docker image
Most common!

Docker 

Directly run commands as if writing them into terminal 
(bash or sh) or command prompt (cmd) or powershell

Shell

Commonly Used Executors

��

��

��

��
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GitLab AutoDevops

Auto Build Auto Test

Auto Deploy Auto Monitor
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AWS Docker+Machine Kubernetes

● Many active 
examples

● EC2 Spot 
Instances

● Works with most cloud providers 
and many private cloud solutions

● Docker gives Digital Ocean and AWS 
examples

● Drivers also listed for:

AWS, Azure, GCP, DO, Exoscale, Hyper-V, OpenStack, Rackspace, 
IBM Softlayer, VirtualBox, VMWare vCloud Air, VMWare Fusion, 
VMWare vSphere

● Executor and a 
scaling method

● Allows you to spin up 
a pod-per-job

● K8s ConfigMap

Auto Scaling methods
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GitLab Runners

○
○
○ Scaling - Darwin’s HA machine? - 

https://gitlab.com/guided-explorations/aws/gitlab-runner-autoscaling-aws-asg/-/bl
ob/main/FEATURES.md

https://gitlab.com/guided-explorations/aws/gitlab-runner-autoscaling-aws-asg/-/blob/main/FEATURES.md
https://gitlab.com/guided-explorations/aws/gitlab-runner-autoscaling-aws-asg/-/blob/main/FEATURES.md
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Cloud-Native Support for Developers

about.gitlab.com

https://about.gitlab.com
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For Developers - WIP

● Group / Project Hierarchy / structure
● Integration with K8s (groups, projects, etc)
● Parent Child Pipelines
● Multi-project pipelines
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GitLab Agile Planning & Reporting Structure

Project
Milestone

Group Milestone
Iteration

Roadmap

Roadmap

Group

Sub Group

Project

Organization

Epic (Capability)

Sub Epic (Feature)

Issues, roll-up from Sub 
Groups and Projects; 
e.g., Release, Iteration

Work 
Breakdown

Tracking

Co
or

di
na

tio
n

Traceability

Issues, single Project(s); 
e.g., Sprint *
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GitLab Kubernetes Integration

Use existing cluster - support for roll-your-own 
and all major vendor platforms

Attach multiple clusters to a single project

Leverages built-in container registry

Create Review Apps for each feature branch

Provide various deployment strategies:
● Automatic/manual deployments
● Canary deployments
● Incremental or timed rollouts

Monitoring
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GitLab: Developer Workflow - DevOps Best Practices Built In

Merge
Request

Issue
Create Merge RequestIssue

Issue

Epic

Milestone Milestone

Project and Portfolio Management

Create Issue

Security Test

Security Test

Iterations Iterations
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GitLab: Parent-Child Pipelines
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GitLab: Multi-Project Pipelines
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Cloud-Native Support for Deploying Applications

about.gitlab.com

https://about.gitlab.com
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Deployments

● Integration with K8s
○ Env dashboards - show no. of pods, canary, etc

● ECS  - templates
● Serverless ?
● Multi-cloud deployments (from same pipeline or multiple child pipelines)
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Kubernetes - Deploy Boards

● Consolidated view of all 
environments

● View deployments on 
each

● Promote from one 
environment to another

● View progress of rollouts

● Easily rollback

● Access monitoring

● No need to access 
Kubernetes



1. Monitoring?
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Case Studies

See https://about.gitlab.com/customers

CNCF - Cloud Native Computing Foundation
● https://about.gitlab.com/customers/cncf/

https://about.gitlab.com/customers/
https://about.gitlab.com/customers/cncf/
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Thank You

about.gitlab.com

https://about.gitlab.com

