
Martedì 7 luglio 2020 



 
GRAPH POWERED AI 

 
 



Present and future of Graph AI 

Photo by Yang Jing on Unsplash 
 

How does Fujitsu Deep tensor  provide 

Explainable AI? 

 

CONTENTS 

Larus 

 

https://unsplash.com/@snowscat?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText
https://unsplash.com/s/photos/insights?utm_source=unsplash&utm_medium=referral&utm_content=creditCopyText


1    Present and future of Graph AI 



          

AI CONSISTS OF SEVERAL SUBSETS OF TECHNOLOGIES  



➔AI - Artificial Intelligence  

○ The property of a system that it appears intelligent to its users 

○ Often, but not always, using ML techniques  

 

➔ML - Machine Learning  

Machine Learning allows computer programs to learn from data, by finding functions from 

historical data to guide future interactions within a given domain  

 

➔DL - Deep Learning 

Deep learning is a subset of machine learning that uses multiple layers to cascade 

learning and work with hierarchical abstractions.  

     

    

   

 

SOME DEFINITIONS 



Jim Webber 

Chief scientist at Neo Technology 

Machine learning is about analysing data to 

‘learn’ a model or using an algorithm that can 

be applied to make predictions on new data 

sets. Machine learning is not tied to a 

particular representation of data. 

 

Machine learning algorithms help data 

scientists discover meaning in data sets, and 

these insights can be expressed as 

relationships between nodes in a graph. 

Graph databases enable efficient storage and 

traversal of information about relationships. 

Therefore, graph data can either be the input 

or the output of machine learning 

processing.” 

“ 



➔Graph ML can deliver better results for questions you're already asking about data you 

already have (accuracy) 

 

➔Graph ML lets you ask new questions of the data you already have 

 

➔Graphs accelerated machine learning uses graphs to optimize models and speed up 

processes, offer greater efficiency 

 

➔Graph provide much-needed data context to AI outcomes, by making them more 

trustworthy and robust.  

WHY GRAPHS FOR MACHINE LEARNING? 



Graphs are a 
foundational 
building blocks of 
the next 
generation of 
Machine Learning. 

 
 

 

 

“The application of graph 

processing and graph 

databases will grow at 100% 

annually through 2022 to 

continuously accelerate data 

preparation and enable more-

complex and adaptive data 

science.” 

 

Gartner predicts 



ICLR2020 International Conference 

on Learning Representations - 

https://iclr.cc/ 

https://iclr.cc/virtual_2020/papers.htm

l?filter=keywords 

 

 
 

GRAPH ML IS GROWING IN AI RESEARCH 
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ICML 2019 International Conference 

on  Machine Learning 

Workshop about “Learning and 

Reasoning with Graph-Structured 

Representations” 
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NeurIPS Annual Conference on 

Neural Information Processing 

Systems 

 

NeurIPS 2019 Workshop about 

“Graph Representation Learning” 
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Many studies on extending deep learning 

approaches for graph data have emerged: 

graph neural networks (GNNs) are divided into 

into four categories: 

➔recurrent graph neural networks 

➔convolutional graph neural networks, 

➔graph auto-encoders 

➔spatial-temporal graph neural networks 

 

 

 

GRAPH NEURAL NETWORKS 



Graph embedding converts a graph into a low 

dimensional space in which the graph 

information is preserved.  

By representing a graph as a (or a set of) low 

dimensional vector(s), graph algorithms can 

then be computed efficiently. 

 

Embedding transforms graphs into a feature 

vector, or set of vectors, describing topology, 

connectivity, or attributes of nodes and 

relationships in the graphs 

 
 

 

GRAPH EMBEDDING 



Node2vec is an algorithm to generate vector 

representations of nodes on a graph 

Given any graph, it can learn continuous 

feature representations for the nodes, which 

can then be used for various downstream 

machine learning tasks involving  predictions 

over nodes and edges predicting the most 

probable labels of nodes in a network [33] 

 
 

 

 

NODE2VEC 

https://en.wikipedia.org/wiki/Graph_theory


2    Explainable AI 



Artificial Intelligence 
To trust or not to trust? 



Black Box AI 
. 

Explainable AI 
. 

 ➔machine learning models are opaque, non-intuitive, and 

difficult for people to understand 

➔black box models may reflect human biases and prejudices 

Why did you do that?  
Why not something else?  
When do you succeed?  
When do you fail?  
When can I trust you?  
How do I correct an error? 

BLACK BOX EFFECT 



When machines make decisions, we want 

them to be clear on what stage they have 

reached in this process. And when they 

are unsure, we want them to tell us. 

 

 

 

 

Transparency is  especially relevant is in 

applications like: 

 

➔medical diagnoses  

➔crime prediction 

➔personality scoring 

➔lending decisions 

➔high-scoring cases of suspected 

fraudulent activity 

➔GDPR 

 
 

 

 

HOW CAN WE GUARANTEE THE RELIABILITY OF AI? 



Explainable AI (XAI) is the class of systems that provide visibility into 

how an AI system makes decisions and predictions and executes its 

actions.  

XAI explains the rationale for the decision-making process, surfaces the 

strengths and weaknesses of the process, and provides a sense of how 

the system will behave in the future1 

 
 

 
1The Defense Advanced Research Projects Agency (DARPA) program on XAI identifies these as key 
characteristics of XAI: Turek, Matt, Explainable AI, Program Information, Defense Advanced Research Projects 
Agency, https://www.darpa.mil/program/explainable-artificial-intelligence, Accessed on October 20, 2019. 

EXPLAINABLE AI 

https://link.springer.com/article/10.1007/s11747-019-00710-5
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➔Produce more explainable models, 

while maintaining a high level of learning 

performance (prediction accuracy) 

➔Enable human users to understand, 

appropriately trust, and effectively 

manage the emerging generation of 

artificially intelligent systems 

➔Ensure impartiality in decision-making, 

to detect, and consequently, correct 

from bias in the training dataset.  

 

 
 

 

 

Learning 

Sample Data Expected 
Result 

Computer 

Model 
Explanation 

NO  AI WITHOUT EXPLANATION 



3    Fujitsu Deep Tensor 



Our Partner Fujitsu Laboratories of 

America has developed the very first 

explainable AI, called Deep Tensor, 

capable of showing the reasons behind 

AI-generated findings and to make them 

explainable, allowing human experts to 

validate the truth of AI produced results 

and gain new insights. 

 

 
 

https://www.fujitsu.com/global/about/resources/news/press-releases/2017/0920-02.html 

FUJITSU DEEP TENSOR 

https://www.linkedin.com/company/1374/
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Fujitsu’s new deep learning technology 

connecting the proprietary AI technology 

Deep Tensor, which performs machine 

learning on a knowledge graph. 

 

 
 

 

 

➔step 1, it  identifies factors within the 

input data that significantly contribute to 

the inference result.     

➔step 2, it establishes a correspondence 

between those factors and the nodes in 

a knowledge graph. 

 
 

 

 

HOW FUJITSU DEEP TENSOR REALIZE EXPLAINABLE AI? 



Core Tensor Representation 
(captures important features) 

Backpropagation Extended Backpropagation 

Graph data 

Class A 

Class B 

Classification 

errors 

Core Tensor 

optimization 

Explanation 
(factors influencing decision) 

DT EARNS FROM GRAPH DATA NATIVELY, AUTOMATICALLY 
EXTRACTING FEATURES 
   





Data Platform Design & 
Development 

Data Visualization 
 

Machine Learning and AI 
graph based technology 

Strategic Advisoring for AI 
Projects 



Fujitsu Deep Tensor 

Graph Transactions Graph Analytics 

Data Integration 

Development 
& Admin 

Analytics 
Tooling 

Drivers & APIs Discovery & Visualization 

Neo4j Graph Data Platform 

WE PARTNERS WITH FUJITSU AND DEEP TENSOR FOR BETTER AI 



Thank you! 


